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Strongest AutoML systems are based on neural networks, evolutionary algorithms, and Bayesian optimization. Recently, AlphaD3M
reached SOA results with order of magnitude speedup using reinforcement learning with self-play. We extend AlphaD3M using a
pipeline grammar and generalize from many datasets and similar tasks by a pre-trained model. Results demonstrate improved
performance compared with existing methods on AutoML benchmark datasets.
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Performance comparison between AlphaD3M using a grammar pre-trained on other datasets (dark green), AlphaD3M using a
grammar trained from scratch (light green), and AutoSklearn (gray). Vertical axis is f1-score, time in seconds is horizontal axis.

Comparison of log mean total actions 
with and without a pipeline grammar

Comparison of the number of
evaluation steps of MCTS with a
neural network (green) vs. MCTS
only (gray).

Comparison of performance using a pipeline
grammar vs. without using a pipeline grammar:
each point represents a different OpenML
dataset. Performance is not degraded even
though computation time is reduced.

AlphaD3M Performance Comparison using Sklearn Primitives
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